Factorization Theorem

Theorem 1.1 The joint pmf/pdf of X1, Xa,..., X, is said to salisfy the factorization criterion in terms
of the statistic T = t(X) if and only if it can be expressed as

fX(X7 9) =9 (t(X), 0) h(x)
Note that g (t(x), ) depends on x only through #(x) and that h(x) is independent of 6.

Proof 1.1

(<)
Suppose that

and assume that px (x) = g (t(x),0) h(x).

P(T =ty)) =

fx(x,0) = P(X=x)
= px(x)
, Then
Z P(X =x) summing over those x for which t(x) = tg
H(0=to
Z g (t(x),0) h(x) by factorization (assumed)

t(x):to

g(to,0) Y h(x)

t(x)=to

since t(x) =t

The conditional distribution of X given T = tg is

If t(x) = to then

P(X=x|T=t) =

P(X:XQT:to)
P (T = ty)

_ {iggziﬁw>to

0 else

P(X=x|T=t) = g(to, 0)h(x)

9(t0,0) >4 x0)=t, P(X)
h(x)
Zt(x):to h(x)

which is independent of 6. So, T is sufficient for 6.

=)

Now suppose that T is sufficient for 6. Then, by definition, P(X = x|T = tg) is independent of 0. If we
let g(to,0) = P(T(X) =tp) and h(x) = P(X =x|T(x = tg) then

P(X = x|0)

P(X = x, T(X) = t)
P(X = x|T(X) = t)P(T(X) = to|0)
h(x)g(to, 0)

Thus, if we can factor f(x,0), then T(X) = t(X) is a sufficient statistic.



